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1 Detailed derivations for the proposed generalized ADMM updating rules

First, given the primal and dual pair $w^t, z^t$, to determine the weight difference $\Delta^{t+1}$, we have:

$$\Delta^{t+1} = \arg \min_{\Delta} L_r(w^t, \Delta, z^t)$$

$$(a) \quad \arg \min_{\Delta} \lambda_N \sum_{i=1}^{K-1} \sum_{p=1}^{d} [\hat{\pi}_i]_p |[\Delta_i]_p| - \langle z^t, -\Delta \rangle + \frac{\tau}{2} \|Hw^t - \Delta\|^2$$

$$(b) \quad \arg \min_{\Delta} \lambda_N \sum_{i=1}^{K-1} \sum_{p=1}^{d} [\hat{\pi}_i]_p |[\Delta_i]_p| + \Delta ^T z^t + \frac{\tau}{2} \|Hw^t - \Delta \|^2 - \tau \Delta ^T \left[Hw^t - \frac{1}{\tau} z^t \right]$$

$$(c) \quad \arg \min_{\Delta} \lambda_N \sum_{i=1}^{K-1} \sum_{p=1}^{d} [\hat{\pi}_i]_p |[\Delta_i]_p| + \frac{\tau}{2} \|\Delta - (Hw^t - \frac{1}{\tau} z^t)\|^2,$$

where $(a)$ follows from (15) by ignoring constant terms; $(b)$ follows from expanding $\|Hw^t - \Delta\|^2$ and ignoring constant terms; and $(c)$ follows from adding $\frac{\tau}{2} \|Hw^t - \frac{1}{\tau} z^t\|^2$ and forming the square term. To compute the element $[\Delta^{t+1}_i]_p$, the subgradient can be evaluated as:

$$g([\Delta_i]_p) = \lambda_N [\hat{\pi}_i]_p \nabla |[\Delta_i]_p| + \tau \left([\Delta_i]_p - ([w^t_{s(i)}]_p - [w^t_{e(i)}]_p - \frac{1}{\tau} [z^t_i]_p) \right), \quad (A1)$$

Setting the subgradient to zero, we have that

$$[\Delta^{t+1}_i]_p = S_{\lambda_N [\hat{\pi}_i]/\tau} ([w^t_{s(i)}]_p - [w^t_{e(i)}]_p - \frac{1}{\tau} [z^t_i]_p), \quad (A2)$$

where $S_{\lambda_N [\hat{\pi}_i]/\tau}$ is the soft-thresholding operator (i.e., $S_a(x) = \text{sign}(x) |x| - a\_+ \right)$. To simplify the notation, we define $S_{\lambda_N [\hat{\pi}_i]/\tau}$ as the coordinate-wise soft-thresholding operator with $[\lambda_N [\hat{\pi}_i]/\tau]_p = \lambda_N [\hat{\pi}_i]_p / \tau$. Hence, for the $i$-th edge with end nodes $s(i)$ and $e(i)$, it follows that:

$$\Delta^{t+1}_i = S_{\lambda_N [\hat{\pi}_i]/\tau} ([w^t_{s(i)}] - [w^t_{e(i)}] - \frac{1}{\tau} [z^t_i]). \quad (A3)$$

Next, we derive the updating rule for $w^{t+1}$. In the classical ADMM, it can be shown that:

$$w^{t+1} = \arg \min_{w} L_r(w, \Delta^{t+1}, z^t)$$

$$= [X^T X + \tau L \otimes I_d]^{-1} [X^T y + H^T (\tau \Delta^{t+1} + z^t)]. \quad (A4)$$
Unfortunately, the matrix inverse in (A4) cannot be computed in distributed fashion due to the coupled structure of the Laplacian matrix $L$. Here, we adopt the generalized ADMM studied in \cite{1}, with which the updating can be implemented in parallel. Instead of directly solving the subproblem $w^{t+1} = \arg\min_w L_x(w, \Delta^{t+1}, z')$, we add a quadratic term $\frac{1}{2}(w - w^t)^\top P(w - w^t)$ in the subproblem:

$$w^{t+1} = \arg\min_w L_x(w, \Delta^{t+1}, z') + \frac{1}{2}(w - w^t)^\top P(w - w^t)$$

$$= \arg\min_w \frac{1}{2} \sum_{i=1}^K \|y_i - X_i w_i\|^2 - \langle z', Hw \rangle + \frac{\tau}{2} \|Hw - \Delta^{t+1}\|^2 + \frac{1}{2}(w - w^t)^\top P(w - w^t)$$

$$= \arg\min_w \frac{1}{2} w^\top [X^\top X + \tau H^\top H + P]w - w^\top [X^\top y + H^\top (\tau \Delta^{t+1} + z') + Pw']$$

$$= [X^\top X + \tau H^\top H + P]^{-1}[X^\top y + H^\top (\tau \Delta^{t+1} + z') + Pw']$$

Now, we choose the matrix $P = -\tau H^\top H + D = -\tau L \otimes I_d + D$, where the diagonal matrix $D = \text{diag}(D_1, \cdots, D_K) \otimes I_d$ with positive scalars $D_i$ for node $i$ and $L = H^\top H$ is the Laplacian matrix for the MST$_x$. It then follows that

$$w^{t+1} = [X^\top X + D]^{-1}[X^\top y + H^\top (\tau \Delta^{t+1} + z') + Pw'], \quad (A5)$$

and for each node, plugging in $P = -\tau L \otimes I_d + D$, the local coefficient can be updated as

$$w_i^{t+1} = [X_i^\top X_i + D_i I_d]^{-1}[X_i^\top y_i + \sum_{v_i \in e_i} (H_{ji}(\tau \Delta_i^{t+1} + z_i') + (D_j - \tau \deg(i))w_i^t + \tau \sum_{j \in N_i} w_j^t] \quad (A6)$$

where $v_i \in e_i$ means node $v_i$ is an end node of edge $e_i$, $\deg(i)$ is the degree of the node $v_i$ (i.e., $\deg(i) = |N_i|$). Thus, the updating of $w_i^{t+1}$ only requires the local and connected neighbor’s information, which facilitates distributed implementation. Lastly, the dual variables $z_i^{t+1}$ can be updated as $z_i^{t+1} = z_i^t - \tau(Hw_i^{t+1} - \Delta_i^{t+1})$, and hence for the $l$-th edge, the corresponding dual update is:

$$z_{l}^{t+1} = z_{l}^t - \tau \left( w_{s(l)}^{t+1} - w_{e(l)}^{t+1} - \Delta_{l}^{t+1} \right). \quad (A7)$$

## 2 Further numerical results

In this section, we empirically examine the statistical performance of our proposed estimator $\hat{w}_{\text{MST}_x}$. In Section 2.1, we compare our MST$_x$ method with several existing methods on the random generated networks. A comparison is provided in Section 2.2 to study the impact of the choice of regularization on clustering accuracy and costs. Each simulation result is based on 100 independent repetitions and the random seeds are from 1 to 100.

Figure 1: Simulation network settings: (a) random design with 50 nodes and the radius 0.5; (b) random design with 100 nodes and the radius 0.5; (c) random design with 50 nodes and the radius 0.75. The solid lines show the underlying partition and the dashed lines represent the edges in network graphs.
We focus on four different types of regularizer: 1) the Laplacian regularizer \([6]\), which can be compared in terms of the following performance metrics: 1) the accuracy of model estimation, 2) the MSE of our proposed regularization reduces to the half of Case 1, which validates our Theorem 1.

\[
\text{MSE} = \frac{1}{K} \sum_{i=1}^{K} \| w_i - w_i^* \|_2^2
\]

are generated from multivariate normal distribution with zero mean and covariance \(\text{Cov}(x_i, x_j) = 0.5|i−j|\). The random error \(\varepsilon\) follows the standard normal distribution. The true coefficients are randomly generated as \(w_{G_1,*} = [4.59, 2.60, -5.12]^\top\), \(w_{G_2,*} = [-2.88, 1.51, 0.59]^\top\), \(w_{G_3,*} = [3.04, 0.53, -4.74]^\top\), \(w_{G_4,*} = [-0.89, -3.20, -2.45]^\top\), and \(w_{G_5,*} = [-0.28, -4.25, -1.28]^\top\). In the connected graph, if the distance of two nodes is smaller than 0.5, then there is an edge between them. Note that with 0.5 as the radius, Assumption 1 is satisfied (see in Figure 1 (a-b)).

Note that Cases 1) and 2) have different local sample sizes, Cases 1) and 3) have different numbers of nodes and network structures, and Cases 2) and 3) have the same total sample size.

We focus on four different types of regularizer: 1) the Laplacian regularizer \([6]\), which can be regarded as a variant of \(\ell_2\) penalty; 2) the Graph \(\ell_1\) regularizer as the penalty in (2), which considers all the edges in the graph; 3) the MST\(_d\) \(\ell_1\) regularizer proposed in \([3]\), in which the MST is generated according to spatial distances; 4) our MST\(_s\) \(\ell_1\) regularizer, which generates an MST based on model similarity. We use the Bayesian information criterion (BIC) to select the tuning parameter \(\lambda_N\). Note that the BIC is widely used in the related works, including homogeneity pursuit methods \([2, 3]\) and subgroup analysis \([4, 5]\). We simulate three cases: 1) the total number of nodes is \(K = 50\) and each node contains \(n = 50\) samples; 2) the total number of nodes is \(K = 50\) and each node contains \(n = 100\) samples; 3) the total number of nodes is \(K = 100\) and each node contains \(n = 50\) samples. Note that Cases 1) and 2) have different local sample sizes, Cases 1) and 3) have different numbers of nodes and network structures, and Cases 2) and 3) have the same total sample size.

In this part of simulation, we consider the following network setting (see Figure 1 (a-b)): The nodes are uniformly located in the space \([-1, 1]^2\) and the numbers of the nodes are 50 and 100, respectively. There are five underlying clusters, as shown in Figure 1 (a-b). The covariate \(x\) is because by adding more nodes, the total sample size is larger. However, for Cases 2 and 3, although

\[
MSE = \frac{1}{K} \sum_{i=1}^{K} \| w_i - w_i^* \|_2^2
\]

we compare in terms of the following performance metrics: 1) the accuracy of model estimation, 2) the sensitivity and specificity are in the range \([0, 1]\). The closer to 1, the better the prediction is. The simulation results are reported in Table 1 and Figure 2.

Table 1: The results of Simulation 2 with BIC criterion. The results are based on 100 repetitions.

<table>
<thead>
<tr>
<th>Case</th>
<th>Method</th>
<th>MSE((\bar{w}))</th>
<th>(S)</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=50</td>
<td>Laplacian</td>
<td>0.0329</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>K=50</td>
<td>Graph</td>
<td>0.0123</td>
<td>7.28</td>
<td>0.9325</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>MST(_d)</td>
<td>0.0134</td>
<td>11.87</td>
<td>0.6777</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>MST(_s)</td>
<td>0.0097</td>
<td>5.55</td>
<td>0.9681</td>
<td>1</td>
</tr>
<tr>
<td>n=100</td>
<td>Laplacian</td>
<td>0.0154</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>K=50</td>
<td>Graph</td>
<td>0.0061</td>
<td>6.83</td>
<td>0.9449</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>MST(_d)</td>
<td>0.0067</td>
<td>11.58</td>
<td>0.7051</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>MST(_s)</td>
<td>0.0039</td>
<td>5.35</td>
<td>0.9759</td>
<td>1</td>
</tr>
<tr>
<td>n=50</td>
<td>Laplacian</td>
<td>0.0331</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>K=100</td>
<td>Graph</td>
<td>0.0107</td>
<td>6.94</td>
<td>0.9717</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>MST(_d)</td>
<td>0.0132</td>
<td>18.62</td>
<td>0.3855</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>MST(_s)</td>
<td>0.0055</td>
<td>5.89</td>
<td>0.9140</td>
<td>1</td>
</tr>
</tbody>
</table>

2.1 Simulation 1: random design

In this part of simulation, we consider the following network setting (see Figure 1 (a-b)): The nodes are uniformly located in the space \([-1, 1]^2\) and the numbers of the nodes are 50 and 100, respectively. There are five underlying clusters, as shown in Figure 1 (a-b). The covariate \(x\) is because by adding more nodes, the total sample size is larger. However, for Cases 2 and 3, although

\[
MSE = \frac{1}{K} \sum_{i=1}^{K} \| w_i - w_i^* \|_2^2
\]

we compare in terms of the following performance metrics: 1) the accuracy of model estimation, 2) the sensitivity and specificity are in the range \([0, 1]\). The closer to 1, the better the prediction is. The simulation results are reported in Table 1 and Figure 2.

From Table 1 and Figure 2 we can see that our MST\(_s\) \(\ell_1\) method outperforms the other methods under all the three circumstances: First of all, we can see that the the MSE from the Laplacian regularizer is higher than those of the other \(\ell_1\) based regularizer and also the Laplacian regularizer cannot find the nodes’ membership. This is because the Laplacian penalty, which is a variant of \(\ell_2\) penalty, cannot shrink the coefficient difference to zero when two nodes are from the same cluster. Compared to the Graph \(\ell_1\) regularization, our method improves the efficiency by reducing about 21\%, 36\%, 49\% in MSE for the three cases, respectively, while the estimated cluster numbers are closer to five, which is the true group number. Keeping the sample nodes and doubling the local samples in Case 2, the MSE of our proposed regularization reduces to the half of Case 1, which validates our Theorem 1. Comparing Cases 1 and 2, the estimation efficiencies for all three regularizations are improved. This is because by adding more nodes, the total sample size is larger. However, for Cases 2 and 3, although

\[
MSE = \frac{1}{K} \sum_{i=1}^{K} \| w_i - w_i^* \|_2^2
\]
they have the same total sample size, the estimation gets better with fewer node and simpler network
topology. Additionally, note that the estimated cluster numbers of the MST\(_d\) \(\ell_1\) regularization is
much worse than the Graph \(\ell_1\) and our regularizations. This is because the MST constructed by
the spatial distant cannot guarantee that the nodes from the same group are connected in the tree.
This encourages us to use model similarity as the weights when constructing the MST in our MST\(_s\)
method.

2.2 Simulation 2: network complexity

In this section, we use simulations to illustrate the impact of the choice of regularization on the
accuracy, computation time and communication cost. The computations are performed on a Windows
computer with a 2.93 GHz Intel(R) Core(TM) i7 CPU processor and 16.0 GB memory. We focus
on the two regularizations: the Graph \(\ell_1\) regularization method and our MST\(_s\) \(\ell_1\) regularization
method. In the distributed algorithm, the nodes need to update and store the local \(w_i\), \(\Delta_i\), and \(z_i\)
in each iteration. Note that the numbers of \(\{\Delta_i\}\) and \(\{z_i\}\) are the same as those the penalty terms
associated with node \(i\). Meanwhile, the nodes are required to send the local \(w_i\) to their neighbor
nodes in the graph or MST. Clearly, the amount of data being transmitted grows as the graph becomes
denser. Here, we consider 50 nodes with the same setting as in Simulation 2. Each node contains 50
samples. We adjust the network denseness by changing the connection radius threshold value \(r\). Two
setting are compared, \(r = 0.50\) and \(r = 0.75\) (See Figure[1](a) and Figure[1](c)).

As discussed above, the costs for computation and communication depend on the node degrees of
the nodes in the graph or MST. Based on the simulation setting, the connected degrees are shown in
Figure[3]. The node degrees are deterministic for the graph \(\ell_1\) regularization. For MST\(_s\) \(\ell_1\)
regularization, the node degrees are stochastic because the trees are varying with the local samples.
Thus, we repeat 100 trials and compute the average degrees for the nodes. In the case with \(r = 0.50\),
the maximum degrees for the graph \(\ell_1\) and MST\(_s\) \(\ell_1\) regularizations are 12 and 2.72, respectively;
while in the case with \(r = 0.75\), the corresponding maximum degrees are 25 and 3.25, respectively.

Next, with the same local samples from the above 100 simulations, we compare the accuracy
and costs for the two regularizations. The MSEs and the estimated group number \(\hat{S}\) are used to
measure the accuracy. Here we only consider the synchronous algorithm for the computation time
approximation. Note that the node with more edges take longer time to calculate more variables.
Thus, the computation time for each iteration is the time for the nodes with the maximum node
degree, and the total computation time is the summation of the running times of all iterations. The
communication cost is defined as the total amount of transmitted messages, which is proportional
to the product of the iterations and the edges. We set the baseline as the average computation time
and the average communication cost for the MST\(_s\) \(\ell_1\) method under \(r = 0.50\). The boxplots for the
accuracy, the computation time ratios, and the communication cost ratios are shown in Figure[4].
We can see that our MST\(_s\) \(\ell_1\) method outperforms in all aspects. By pruning redundant edges, our
MST\(_s\) \(\ell_1\) method enjoys both lower computation and communication costs, as well as the higher
Figure 3: The barcharts of the node degrees for the two setting in Simulation 3.

Figure 4: The comparison boxplots of MSEs of \( \hat{w} \), the estimated group numbers \( \hat{S} \), the computation time ratio and the communication cost ratio of the graph \( \ell_1 \) regularization and MST, \( \ell_1 \) regularization.

estimation accuracy. In contrast, for the Graph \( \ell_1 \) regularization, more edges in the graph result in longer computation time and higher communication cost, as well as less accurate estimation.
3 Proofs of the theoretical results

3.1 Proof of Lemma 1

First, we show that under Assumption 1, as the local sample size $n \to \infty$, for any node $v_i$, the corresponding neighbor node with the minimum weight is from the same cluster with probability 1, i.e., $\lim_{n \to \infty} P(v_i \sim v_j) = 1$, $j = \arg \min_j \hat{s}_{i,j} / \hat{v}_{i,j}$, where the notation "$\sim$" means being in the same cluster. Note $\hat{\omega}_{OLS}$ a root-n consistent estimator of $\omega_i$. Thus, the weights for $v_i$ are

$$
\hat{s}_{i,j} = \begin{cases} 
O_p\left(\frac{1}{\sqrt{n}}\right), & \text{if } (v_i, v_j) \in E \text{ and } v_i \sim v_j, \\
\|\hat{\omega}_{G_k} - \hat{\omega}_{G_i}\| + O_p\left(\frac{1}{\sqrt{n}}\right), & \text{if } (v_i, v_j) \in E \text{ and } v_i \in G_k, v_j \in G_l, \\
\infty, & \text{otherwise.}
\end{cases}
$$

(A8)

where $G_k$ and $G_l$ represent different underlying clusters, $\hat{\omega}_{G_k}$ and $\hat{\omega}_{G_l}$ are their corresponding coefficients, respectively. Thus, for any node $v_i$, the event that its corresponding neighboring node with the smallest edge weight is from the same cluster happens with probability 1 as $n \to \infty$.

With the above result, we will show that there is no isolated node in the MST $s$ with probability 1. We prove it by contradiction. Suppose there is one isolated node $v_i$. From Assumption 1, we know that there exists a node $v_j$ from the neighbors of $v_i$ in $G$, such that $s_{i,j} = \min_k s_{i,k}$ and $v_i \sim v_j$. Since $v_i$ is an isolated node, the edge $(v_i, v_j)$ is not in the MST $s$. Now, we add the edge $(v_i, v_j)$ to the MST $s$. By the property of the spanning tree, adding one more edge to the MST $s$ would create a cycle. Thus, after adding the edge $(v_i, v_j)$, we have one cycle $C$ in the new graph: MST $s + (v_i, v_j)$. Since $v_i$ is an isolated node, in the MST $s$, $v_i$ is connected with a node from different cluster, denoted as $v_t$, and the edge $(v_i, v_t) \in C$. From the weight (A8), it holds that $\hat{s}_{i,t} > \hat{s}_{i,j}$ with probability 1. This suggests that $\hat{s}_{i,j}$ is not the largest weight in $C$ and there exist another edge in $C$ with the largest weight among all the edges in $C$. By the cycle property of the minimum spanning tree, the edge with largest weight in $C$ cannot be included in the MST $s$, contradicting to $v_i$ being an isolated node in the MST $s$. Therefore, there is no isolated node in the MST $s$ with probability 1 as $n \to \infty$.

3.2 Proof of Theorem 1

The proof of Theorem 1 is inspired by [7]. Recall the objective function on $\Delta$:

$$
L_{\text{MST},s}(\Delta) = \frac{1}{2} \|y - \hat{X} \hat{H}^{-1} \Delta\|^2 + \lambda_N \sum_{p=1}^{dK} \|\hat{\pi}_p\| |\Delta_p|, 
$$

(A9)

and weights

$$
[\hat{\pi}_p] = \begin{cases} 
1/||\hat{H}w_{OLS}||_p^\gamma, & \text{if } p \mod K \neq 0, \\
0, & \text{otherwise.}
\end{cases}
$$

(A10)

We first prove the asymptotic normality result. Let $\Delta = \Delta_* + u / \sqrt{N}$ and

$$
\Psi_{\text{MST},s}(u) = \frac{1}{2} \|y - \hat{X} \hat{H}^{-1} (\Delta_* + \frac{u}{\sqrt{N}})\|^2 + \lambda_N \sum_{p=1}^{dK} [\hat{\pi}_p] |\Delta_* + \frac{u}{\sqrt{N}}|_p. 
$$

(A11)

Denote $\hat{\Delta}_{\text{MST},s} = \Psi_{\text{MST},s}(u)$. Then, we have $\hat{\Delta}_{\text{MST},s} = \Delta_* + \hat{u}_{\text{MST},s} / \sqrt{N}$. Define $V_N(u) = \Psi_{\text{MST},s}(u) - \Psi_{\text{MST},s}(0)$, where

$$
V_N(u) = \frac{1}{2} u^\top \left[ \frac{1}{N} (\hat{X} \hat{H}^{-1})^\top \hat{X} \hat{H}^{-1} \right] u + \lambda_N \sum_{p=1}^{dK} \|\hat{\pi}_p\| \sqrt{N} \left( \left| [\Delta_* + \frac{u}{\sqrt{N}}]_p \right| - |\Delta_p|_p \right).
$$

(A12)

With Assumption 2, we have that

$$
\frac{1}{N} (\hat{X} \hat{H}^{-1})^\top \hat{X} \hat{H}^{-1} \overset{D}{\to} C \text{ and } \frac{\epsilon^\top \hat{X} \hat{H}^{-1}}{\sqrt{N}} \overset{D}{\to} W = N(0, \sigma^2 C).
$$
In what follows, we derive the limiting behavior of the third term in (A12). If $[\Delta_s]_p \neq 0$ and $p \mod K \neq 0$, then $[\pi]_p \xrightarrow{\mathcal{D}} [[\Delta_s]_p]^{-\gamma}$ and $\sqrt{N}([\Delta_s + \frac{u}{\sqrt{N}}]_p - [[\Delta_s]_p]) \rightarrow [u]_p \text{sign}([\Delta_s]_p)$. By the Slutsky’s theorem, we have $\frac{\lambda_N}{\sqrt{N}}[\pi]_p \sqrt{N}([\Delta_s + \frac{u}{\sqrt{N}}]_p - [[\Delta_s]_p]) \xrightarrow{\mathbb{P}} 0$ with $\lambda_N/\sqrt{N} \rightarrow 0$. If $[\Delta_s]_p = 0$ and $p \mod K \neq 0$, then it holds that
\[
\sqrt{N}([[\Delta_s + \frac{u}{\sqrt{N}}]_p - [[\Delta_s]_p]]) \rightarrow [u]_p
\] (A13)
\[
\frac{\lambda_N}{\sqrt{N}} \pi_p \xrightarrow{\mathbb{P}} \pi_p \lambda_N N^{\gamma/2} - \pi_p = O_p(1) \lambda_N N^{(\gamma-1)/2} \rightarrow \infty.
\] (A14)

Thus, with $[\Delta_s]_p = 0$ and $p \mod K \neq 0$, we have
\[
\frac{\lambda_N}{\sqrt{N}}[\pi]_p \sqrt{N}([[\Delta_s + \frac{u}{\sqrt{N}}]_p - [[\Delta_s]_p]]) = O_p(1)[u]_p \lambda_N N^{(\gamma-1)/2} = \begin{cases} 0, & \text{if } [u]_p = 0, \\ \infty, & \text{otherwise.} \end{cases}
\] (A15)
\[
\text{If } p \mod K = 0, \text{the above weight } \pi_p = 0, \text{we have } \frac{\lambda_N}{\sqrt{N}}[\pi]_p \sqrt{N}([[\Delta_s + \frac{u}{\sqrt{N}}]_p - [[\Delta_s]_p]]) = 0.
\] (A16)

Thus, by the Slutsky’s theorem, it holds that $V_N(u) \xrightarrow{\mathbb{P}} V(u)$, where
\[
V(u) = \begin{cases} \frac{1}{2} u'_{\mathcal{A}_s} C_{\mathcal{A}_s} u_{\mathcal{A}_s} - u'_{\mathcal{A}_s} W_{\mathcal{A}_s}, & \text{if } [u]_p = 0, \forall p \notin \mathcal{A}_s, \\ \infty, & \text{otherwise.} \end{cases}
\] (A17)

Note $V_N$ is convex and the unique minimum of $V$ is $\hat{u}$, where $[\hat{u}]_{\mathcal{A}_s} = C_{\mathcal{A}_s}^{-1} W_{\mathcal{A}_s}$ and $[\hat{u}]_{\mathcal{A}_s^c} = 0$. Following the same line as in [7], we have
\[
[\hat{u}]_{\mathcal{A}_s^c} \xrightarrow{\mathbb{P}} C_{\mathcal{A}_s}^{-1} W_{\mathcal{A}_s} \text{ and } [\hat{u}]_{\mathcal{A}_s^c} \xrightarrow{\mathbb{P}} 0.
\] (A18)

With $W_{\mathcal{A}_s} \sim \mathcal{N}(0, \sigma^2 C_{\mathcal{A}_s})$, the asymptotic normality part is proved.

Next, we show the consistency part. For $p \in \mathcal{A}_s$, the asymptotic normality result shows that $[\hat{\Delta}_{\mathcal{A}_s}]_p \xrightarrow{\mathbb{P}} [\Delta_s]_p$, therefore, $\mathbb{P}(p \in \mathcal{A}_s) \rightarrow 1$. Then, we need to show $\forall p' \notin \mathcal{A}_s, \mathbb{P}(p' \in \mathcal{A}_s) \rightarrow 0$. Consider the event $p' \in \mathcal{A}_s$. With the KKT optimality conditions, it holds that
\[
[X \hat{H}^{-1}]_{p'}' [y - X \hat{H}^{-1} \hat{\Delta}_{\mathcal{MST}}] = \pm \lambda_N [\pi]_{p'},
\] (A19)
where $[\cdot]_p$ represents the $p$th column of the matrix. Note that on the RHS, we have
\[
\lambda_N [\pi]_{p'}/\sqrt{N} = \lambda_N N^{(\gamma-1)/2} \sqrt{N} \hat{\Delta}_{\mathcal{MST}} \rightarrow \infty,
\] (A20)
while on the LHS, we have
\[
2 [X \hat{H}^{-1}]_{p'}' [y - X \hat{H}^{-1} \hat{\Delta}_{\mathcal{MST}}] = 2 [X \hat{H}^{-1}]_{p'}' X \hat{H}^{-1} [\Delta_s - \hat{\Delta}_{\mathcal{MST}}] + 2 [X \hat{H}^{-1}]_{p'}' \epsilon.
\] (A21)

With the asymptotic normality result and the Slutsky’s theorem, $\lambda_N [\pi]_{p'}/\sqrt{N}$ asymptotically follows a normal distribution. Thus, we finally have
\[
\mathbb{P}(p' \in \mathcal{A}_s) \leq \mathbb{P}([X \hat{H}^{-1}]_{p'}' [y - X \hat{H}^{-1} \hat{\Delta}_{\mathcal{MST}}] = \pm \lambda_N [\pi]_{p'}) \rightarrow 0.
\] (A22)

### 3.3 Proof of Theorem 2
We prove the convergence following the framework of [1]. Recalling the constrained objective function (16), for notational simplicity, we denote $f(w) = \frac{1}{2} \sum_{i=1}^K \| y_i - X_i w_i \|^2$ and $g(\Delta) = \lambda_N \sum_{i=1}^{K - 1} \sum_{\Delta_i \in 3} [[\pi]_i \Delta_i[p]]$. Next, we will provide a convergence analysis for our proposed generalized ADMM method for the problem in the following form:

Minimize $f(w) + g(\Delta)$

subject to $Hw - \Delta = 0$.  

(A23)
Note that \( f(w) \) is the ordinary least square problem, and with Assumption 2, it is strongly convex with a convex modulus \( \nu_f > 0 \) and has Lipschitz continuous gradients; for \( g(\Delta) \), it is a convex function and the corresponding convex modulus \( \nu_g = 0 \); the constraint \( Hw - \Delta = 0 \) is linearly independent and \( H \) is full row rank.

Now, we state Lemma 2.1 and Theorem 2.2 from \([1]\) as follows (with our notation).

**Lemma.** The sequence \( \{u^t\} \) obeys the followings optimality conditions at each iteration:

\[
\begin{align*}
H^\top z^{t+1} + P(w^t - w^{t+1}) &= \nabla f(w^{t+1}) \\
-z^{t+1} + \tau H(w^t - w^{t+1}) &\in \nabla g(\Delta^{t+1})
\end{align*}
\]

(A24)

(A25)

**Theorem.** If the matrix \( P \) satisfies that \( P > 0 \), then there exists \( \eta > 0 \) such that

\[
\|u^t - u_*\|_G - \|u^{t+1} - u_*\|_G^2 \geq \eta \|u^t - u^{t+1}\|_G^2 + 2\nu_f \|w^{t+1} - w_*\|^2.
\]

(A26)

Note that the RHS of (A26) is positive. Hence, \( \|u^{t+1} - u_*\|_G^2 \) and \( u^{t+1} \) are bounded. With the boundedness of sequence \( \{u^t\} \), it follows that there exists a converging subsequence \( \{u^{t'}\} \) of \( \{u^t\} \). Let \( \mathbf{u} = \lim_{t \to \infty} u^t \). In what follows, we will show that \( \mathbf{u} = (w^\top, \Delta^\top, z^\top)^\top \) is a KKT point. Let \( u_* \) denote an arbitrary KKT point for the problem (A23).

From (A26), it can be seen that \( \|u^t - u_*\|_G^2 \) is monotonically nonincreasing and converging. Also, due to \( \eta > 0 \), \( \|u^t - u^{t+1}\|_G^2 \to 0 \). With the structure of \( G \), it holds that \( z^t - z^{t+1} \to 0 \), and equivalently,

\[
Hw^{t+1} - \Delta^{t+1} = 0.
\]

(A27)

from the updating rule of \( z \). Taking limit on (A27) over the subsequence, we have

\[
Hw - \Delta \to 0.
\]

(A28)

Since \( \|u^t - u^{t+1}\|_G^2 \to 0 \), it follows that \( w^t - w^{t+1} \to 0 \). From (A24) and (A25), we have that: 1) \( H^\top z = \nabla f(w) \); and 2) \( z \in \nabla g(\Delta) \). With (A28), we have that \( \mathbf{u} \) is a KKT point and thus we have \( u_* = \mathbf{u} \). Since \( u^{t'} \to \mathbf{u} \), and the convergence of \( \|u^t - u_*\|_G^2 \), we have \( \|u^t - u_*\|_G^2 \to 0 \).

Next, we prove the linear convergence rate of our algorithm. From (A26), we have that

\[
\|u^t - u_*\|_G - \|u^{t+1} - u_*\|_G^2 \geq \eta \|u^t - u^{t+1}\|_G^2 + 2\nu_f \|w^{t+1} - w_*\|^2.
\]

(A29)

Hence, we need to show that there exists some \( \delta > 0 \), such that

\[
\eta \|u^t - u^{t+1}\|_G^2 + 2\nu_f \|w^{t+1} - w_*\|^2 \geq \delta \|u^t - u_*\|_G^2.
\]

(A30)

which is equivalent to

\[
\eta \|w^t - w^{t+1}\|_D^2 + \frac{\eta}{\tau} \|z^t - z^{t+1}\|_2^2 + 2\nu_f \|w^{t+1} - w_*\|^2 \geq \delta \|w^{t+1} - w_*\|_D^2 + \frac{\delta}{\tau} \|z^{t+1} - z_*\|^2
\]

(A31)

To this end, we state Lemma 3.2 in \([1]\) as follows:

**Lemma.** Suppose that \( \nabla f \) is Lipschitz continuous with constant \( L_f \). For all \( \mu > 1 \), we have

\[
\|z^{t+1} - z_*\|^2 \leq c_1 \|w^{t+1} - w_*\|^2 + c_2 \|w^t - w^{t+1}\|^2,
\]

where \( c_1 = L_f^2 (1 - \frac{1}{\mu})^{-1} \lambda_{\min}(HH^\top) > 0 \) and \( c_2 = \mu \|P\|^2 \lambda_{\min}(HH^\top) > 0 \).

Applying the above lemma to the RHS of (A31), we have

\[
\eta \|w^t - w^{t+1}\|_D + \frac{\eta}{\tau} \|z^t - z^{t+1}\|_2^2 + 2\nu_f \|w^{t+1} - w_*\|^2 \geq c_3 \|w^t - w^{t+1}\|^2 + \frac{\eta}{\tau} \|z^t - z^{t+1}\|^2 + 2\nu_f \|w^{t+1} - w_*\|^2,
\]

(A33)

where \( c_3 = \eta \min D_t \). With \( c_4 \) and \( c_5 \) satisfying \( c_3 - c_4 c_5 \geq c_4 \) and \( 2\nu_f \geq c_2 c_5 \), it follows that

\[
\eta \|w^t - w^{t+1}\|_D + \frac{\eta}{\tau} \|z^t - z^{t+1}\|_2^2 + 2\nu_f \|w^{t+1} - w_*\|^2 \geq c_4 \|w^t - w^{t+1}\|^2 + c_5 \|z^{t+1} - z_*\|^2 + \frac{\eta}{\tau} \|z^t - z^{t+1}\|^2
\]

\[
\geq c_4 \|w^t - w^{t+1}\|^2 + \frac{c_5}{\tau} \|z^{t+1} - z_*\|^2
\]

\[
\geq \frac{\delta}{\tau} \|u^{t+1} - u_*\|_G^2.
\]

(A34)

where \( \delta = \min\{c_4 / \max D_t, c_5 / \tau\} \). This completes the proof.
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